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Outline

• Optimization strategies

• RL in focus

• Alloy design 

• Multi-objective



Optimisation strategies

Nature-inspired algorithms



Optimisation strategies

https://www.youtube.com/watch?app=desktop&v=u7bQomllcJw



Optimisation strategies: ACO

Update the hormones 

left with experiments



Optimisation strategies

Swarm intelligence



Optimisation Problems



Optimisation strategies



Reinforcement learning in the wild

Deep Q Learning network playing ATARI, AlphaGo, 

physically-simulated quadruped leaping over terrain.

Boston Robotics



Reinforcement learning

Mouse 

Mouse + Maze 



Materials search space
(BaZrSxSe3-x)4

12 anion sites, how many possibilities? 

Clean energy materials 



Reinforcement learning

Agent: Lattice 

Action space

Next action

Environment: Lattice 

Reward

New state

Policy



Policy

A policy 𝛑(s) comprises the suggested actions that the agent should take for every possible state s∊S.



Policy



Action space

212 = 4096
Continuous Action Space

Deep Deterministic Policy Gradient (DDPG) 

Proximal Policy Optimization (PPO)

Trust Region Policy Optimization (TRPO)

Soft Actor-Critic (SAC)

Discrete Action Space 

Q-Learning

Deep Q-Networks (DQN)

SARSA (State-Action-Reward-State-Action)

Monte Carlo Methods



Action space

High-Dimensional Action Space

Hierarchical Reinforcement Learning (HRL)

Hindsight Experience Replay (HER)

Action Space Reduction

Actor-Critic Methods

Sparse Reward Engineering

Policy Gradient Methods

Function Approximation Techniques

Structured Action Space



Action space

High-Dimensional Action Space



How to learn from memory

Policy: 

Epsilon greedy action selection + next action is always the best 

action in previous 20 memories.





https://gymnasium.farama.org/

https://gymnasium.farama.org/


Built everything, now apply



Photovoltaic effect



Photovoltaic device



Detailed balance efficiency limit (Shockley Queisser Limit)



Detailed balance efficiency limit (Shockley Queisser Limit)



Stable photo-absorber



Model architecture

270 samples

GA

434 samples

BO

206 samples

❖ Single-objective: find the lowest energy configuration

+

NN for Energy

M3GNet

RL



Visualize the RL process



Stable and high power conversion efficiency photo-

absorber



(BaZrSxSe3-x)4 : Find targeted composition with highest photo conversion efficiency 

Problem: large chemical search space

➢ Stability: energy

➢ Bandgap 
➢ PCE: multi-objective

Multi-objective PV alloy design

Bandgap 



(BaZrSxSe3-x)4 : Find targeted composition with highest photo conversion efficiency 

ML model architecture

BO GA

RL

+ +

NN for Energy NN for Bandgap

Multi-objective PV alloy design

Shockley-Queisser-limit: PCE

matgl.load_model("MEGNet-MP-2019.4.1-

BandGap-mfi")

M3GNet



Multi-objective PV alloy design

Single Objective/Reward function Pareto front

𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 = −𝐸 + 𝑃𝐶𝐸

o Cannot promise the increases of E and PCE are positively correlated. 



Multi-objective PV alloy design

Single Objective/Reward function Pareto front

GASingle objective function Pareto front

272 samples 285 samples
pareto_front = tools.sortNondominated(population, 

len(population), first_front_only=True)[0]



Multi-objective PV alloy design

❖ Multi-objective: find the configuration with highest PCE, Pareto Front search

GA29.4% RL
22.94%

Global optimisations

Single Objective/Reward function Pareto front

Pareto front 𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 = −𝐸 + 𝑃𝐶𝐸

285 samples 336 samples

pareto_front = tools.sortNondominated(population, 

len(population), first_front_only=True)[0]

In recorded memory



Navigated materials design 

➢ Energy

Multi-objective materials design

➢ PCE & Stability

Conclusions
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Thank you very much for your attention! 
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